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Abstract—Enterprises are increasingly outsourcing network
management (e.g., troubleshooting routing issues) to reduce cost
and improve efficiency, either by hiring third-party contractors
or by outsourcing to third-party vendors. Unfortunately, recent
events have shown that this outsourcing model has become
a new source of network incidents in customer networks. In
this work, we argue that a risk-aware outsourcing approach
is needed that enables customers to measure and assess risk
transparently and make informed decisions to minimize harm.
We first concretely define the notion of risk in the context
of outsourced network management and then present an end-
to-end framework, called Heimdall, which enables enterprises
to assess, monitor, and respond to risk. Heimdall automatically
builds a dependency graph to accurately assess the risk of an
outsourced task, and uses a fine-grained reference monitor to
monitor and mitigate potential risks during operation. Our expert
validation results show that Heimdall effectively controls risk for
outsourced network operations, resolving 92% of practical issues
at the minimal risk level while incurring only a marginal timing
overhead of approximately 7%.

I. INTRODUCTION

Enterprises are increasingly outsourcing network manage-
ment to third-parties, such as contractors and managed ser-
vice providers (MSPs) (e.g., [15], [19], [17], [16], [18]).
The third-party technician (referred to as technician for the
rest of our paper) monitors a client’s network and provides
management functions such as configuring access control rules,
troubleshooting routing issues, and monitoring bandwidth us-
age. The market for network management outsourcing is
rapidly expanding (projected to grow to USD 309.4 billion
by 2025 [20]) as they reduce operational expenses compared
to in-house IT teams.

Although outsourcing management is economically attrac-
tive, the current operating model poses significant security
risks. In many cases, the technician is granted admin privileges.
This power fundamentally violates the zero-trust poilcy [23],
posing a risk that can lead to harmful configuration changes

that can result in critical security incidents [2], [14], [29] and
large-scale network outages [10], [21], [4], [7], [1], [28].

To enforce zero-trust policy for customers without com-
promising on the economic advantages, what we ideally need
is risk-aware network management outsourcing, akin to other
aspects such as investment risk, supply-chain risk, and liability
risk [67]. That is, enterprise customers should be informed and
take steps to mitigate associated risks in network management
outsourcing workflows before harm occurs. For example, dur-
ing resolving a routing issue, if the third-party technician issues
potentially dangerous operations, we should proactively assess
the risk, notify the enterprise, and also provide the necessary
tools to assess the situation, and decide whether this should be
allowed (with audits) or blocked.

Drawing a parallel to well-known risk management frame-
works [67], we argue that outsourced network management
needs to include three essential components: (i) Risk Definition
which clearly defines what constitutes a risk in network
management; (ii) Risk Assessment to measure and evaluate the
risk based on the definition; and (iii) Risk Monitoring and
Response to continuously monitor the situation and execute a
response plan for any identified risk.

To the best of our knowledge, the network management
outsourcing problem has been largely ignored in the research
literature, and few if any efforts have systematically tried
to define, assess, and monitor risks in outsourced network
management. 1

Our goal in this work is to build a practical risk-
management framework for outsourced network management
workflows. To this end, we design Heimdall, a framework to
enable customers to make risk-based decisions for outsourced
network management. We start by reporting on a survey we
conducted with a leading hyperscaler network to understand
the types and frequency of outsourced tasks within their
operations (§II-B). Building on this valuable information, we
focus on risks involving the modification of router configura-
tions. Notably, this category represents a substantial portion
of their outsourcing activities and exhibits a high frequency,

1Our workshop paper [62] highlighted the security risks associated with MSPs
but failed to provide a concrete solution. In particular, we did not provide
a concrete basis to quantify risk or a practical implementation for risk
management.
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with potentially tens of thousands of occurrences each day
(Table I). We believe that the design principles and foundations
underlying Heimdall can be applied to other types of tasks
(e.g., modifying hardware or software) as well, but defer this
for future work.

We address three key challenges in designing Heimdall:

1. Defining risk quantitatively based on network impact on
assets: We introduce a new risk definition for evaluating a tech-
nician’s operations, specifically by assessing its network impact
on an organization’s assets. This approach draws on the well-
established understanding that assets are the primary concerns
of an enterprise, as they provide the resources necessary for
the business to operate and achieve its goals [68], [67], [55],
[48]. The only additional information required is the value and
location of each asset within an organization, which often has
been tracked by widely-used asset management software [3],
[12], [13]. Compared to prior approaches that rely on the user
to provide risk information or historical data [31], [76], [39],
[73], [65], our approach significantly simplifies the information
and expertise required to assess risk.
2. Assessing risk using an accurate dependency graph: To
assess risk, we present a novel approach where we formulate
the network as a risk dependency graph of fine-grained network
configuration blocks and assets. This graph captures how modi-
fying each configuration block affects a group of assets, through
a chain of dependency edges. Building accurate dependencies
is very challenging as network components interact in complex
ways, and these interactions are hardly being captured by prior
static analysis-based approaches [35], [36]. Our key idea is
to track the relations from configuration blocks to forwarding
tables and then analyze how forwarding tables control different
assets. Reasoning the generation of forwarding tables enables
a more precise dependency model and can be applied across
various configuration types.
3. Monitoring risk via a fine-grained reference monitor:
Instead of using simulation or emulation tools [63], [26], we
allow the technician to directly operate on customer networks
and use a centralized reference monitor [69] to mediate all oper-
ations. Before granting any access or executing any operations
on customer devices, the reference monitor examines the risk
assessment and takes appropriate actions to address risks based
on the user-specified policy. Compared to existing router built-in
privilege control mechanisms (e.g., Cisco [25] ), our centralized
reference monitor provides fine-grained control (per operation),
and flexibly supports various user-defined risk response policies.

We build an end-to-end system, which to the best of our
knowledge is the first prototype designed to mitigate the risks
of outsourced network management. To assess the risk control
capabilities and overhead of Heimdall in practice, we invited
10 network experts from our university’s network vendor to
participate in the evaluation and resolve 33 practical tickets.
This evaluation generated 99 ticket resolution records during
41 hours operation of the system. Our results show that experts
using Heimdall can resolve 92% issues without exceeding the
risk of the root cause block (namely the lowest intended risk
level), while incurring a fairly low procedural overhead of
7.4% on average. We also evaluate Heimdall using a ticket
database including ∼3000 synthetic tickets generated across
eight diverse networks. Our results show that Heimdall can

Outsourced
Tasks

Frequency
(/day)

Outsource
Reason

Access
Type

Troubleshooting 104 Costs Virtual
Network turn-up
and upgrade 103 Costs Physical,

Virtual
Hardware repair
and replacement 103 Geo-proximity Physical

Fiber leasing and
maintenance 102 Geo-proximity Physical,

Virtual

TABLE I: Network outsourcing scenarios in practice based
on a hyperscaler network survey
reduce 80% risk in a large network and 50% risk in a small
network for 50% tickets.

This paper makes the following contributions:

• We are the first to quantitatively define risk for outsourced
network operations, providing a guideline for the field (§III)
• We design a novel risk dependency graph that accurately
assesses the risk of modifying router configurations. (§IV)
• We develop an end-to-end risk-aware outsourcing prototype
and demonstrate its effectiveness in mitigating risk by using it
to resolve practical network issues. (§V, §VI)

Ethics: This work does not raise any ethical issues. All network
configurations are anonymized. Evaluation results are based on
GNS3. No production network is affected.

II. BACKGROUND AND MOTIVATION

In this section, we first provide a background of outsourced
network tasks. Then, we motivate risk-aware network manage-
ment and propose our threat model in the given background.

A. Background on Outsourcing

Outsourcing network management is a common solution
for enterprises to reduce cost and improve efficiency. Two
typical types of outsourcing cases include: 1) Hiring third-
party contractors: Large companies hire third-party contractors
to do specific network tasks (details in §II-B) to utilize their
expertise and save costs; 2) Outsourcing to third-party vendors:
To reduce cost, small to medium-sized companies outsource
their network management to third-party vendors (e.g., MSP)
instead of hiring additional employees. For example, the cam-
pus network we consulted comprises approximately 400 net-
work devices. Of these, 75%—primarily access switches—are
outsourced to third-party vendors for configuration tasks such
as VLAN ports and DHCP snooping.

Most outsourced tasks consist of a three-step workflow [8],
[11], [22]: (1) Customer creates a new ticket which typically
includes information such as the request description, group,
impact, urgency, priority, and the assets affected; (2) The ticket
is sent to outsourced technician and is then categorized based
on its type and priority; and (3) To resolve the ticket, the
technician provides services by remotely accessing one or
more customers’ network devices with admin access, which
enables the technician to issue both normal and privileged
commands on these customer devices. After finishing the task,
the technician documents their changes and closes the ticket.
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B. Survey of Outsourcing Best Practice with a Hyperscaler
Network

To gather insights on industry practices for network oper-
ations outsourcing, we partnered with a leading hyperscaler
network. This network encompasses numerous data centers
and a vast backbone network that spans the globe. It covers
operations at multiple layers, including IP, optical, and fiber.

During our collaboration, with the data provided by an
industry expert, we categorized the types of operations that are
outsourced and examined the reasons behind this outsourcing
practice. We also analyzed the frequency at which these
outsourced operations occur. It is worth mentioning that our
study represents a novel effort in exploring this particular
aspect of network operations outsourcing. The survey identi-
fied four primary types of outsourced network operation tasks
summarized in Table I: troubleshooting (tens of thousands
per day), network turn-up and upgrade (thousands per day),
hardware repair and replacement (thousands per day), and
fiber leasing and maintenance (hundreds per day). Consider
that although this survey is based on historical data from
a hyperscaler network, the statistics are likely to be similar
for small- to medium-sized enterprises. Given the varying
levels of expertise among network administrators, the need for
outsourcing network management tasks is expected to be even
greater for these smaller organizations.

Network troubleshooting: The largest category is trou-
bleshooting network performance issues regularly. The net-
work has tens of thousands of troubleshooting tickets per
day [81]. Most tickets can be solved by well-documented pro-
cedures, which are written in Method of Procedures (MOPs)
and handed to third-party technician to execute. Only those
tricky cases are brought to the full-time employees to leverage
their higher privilege and their deeper knowledge to our own
network. This largest category reaches a frequency of tens of
thousands per day.

Regular network turnup and upgrade tasks: To avoid ven-
dor lockin, ensure reliability, and leverage a rich set of device
functions, the network uses heterogeneous vendor devices. The
network engages a large number of external vendor employees
to perform the day-to-day capacity turnup and upgrade tasks
to meet their fast-growing demands. The goal is to save cost
and leverage vendor employees’ domain knowledge and this
category occurs thousands per day.

Device hardware repair and replacement: This network
spans across the globe, encompassing hundreds of Point-of-
Presence (POPs) that are situated in rented shared facilities.
Given the extensive number of locations, it would be im-
practical and cost-inefficient to allocate full-time employees
at each site. Therefore, it is a common industry practice
for hyperscalers to hire local contractors to perform physical
network operations such as hardware swapping and device
installation. These operations occur thousands of tasks per day.

Fiber leasing and maintenance: Fiber infrastructure, a phys-
ical network component, is typically deployed and owned by
a select few companies specializing in this field, such as Zayo
Groups and Lumen Technologies. Medium to large internet
companies often opt to lease or purchase long-haul fibers from
these third-party vendors. These fiber vendors offer tailored
support to their customers, often requiring access to their

clients’ internal networks. These operational tasks are carried
out regularly, with a frequency of hundreds per day.

We observe that the first two types of outsourced tasks
are driven by domain expertise and costs, while the latter
two types are caused by geographical proximity. As a starting
point, our focus in this work is configuration troubleshooting
which accounts for the majority of outsourcing cases and only
requires virtual access. We leave other types of outsourcing
cases for future work.

C. A Need for Risk-Aware Outsourcing

Although outsourcing is economically attractive, there are
significant security risks. When the third-party technician is
granted with admin privileges, they can make any changes
on managed network devices, including potentially harmful or
malicious changes, without the customer’s knowledge. Some
harmful changes may be latent for a long time as shown
by recent incidents [2], [24], [14], [29]. In-house network
configuration changes that lack the awareness of the impacted
surface also lead to major outages in both man-made [10],
[21], [4], [7], [1], [28] and automated software made [9], [30]
changes. For example, an technician misordered just one BGP
filter rule before others, causing CloudFlare, a leading CDN
company, to interrupt 50% of requests for about an hour [28].

Fig. 1: Most operations only involve a small portion of
configuration lines
Opportunity: To further quantify changes described in §II-B,
we analyze the amount of configuration modifications involved
in these operations. Figure 1 presents the cumulative distri-
bution function (CDF) of configuration changes ratio across
backbone devices of the surveyed hyperscaler network over
one month. It indicates that most operations (75%) impact a
small portion (≤ 20%) of the overall configuration. Prior work
also indicates the median change includes only three devices
in 75% of the networks operated by a large online service
provider [46]. By analyzing the outsourced tasks, we gain
insights that the scale and scope of network changes performed
by contractors are relatively small. This observation helps us
develop a framework to quantify their potential risks below.

D. Threat Model

There are three types of principals who may access the
network resources: internal or external users, network admin-
istrators (denoted by A) and third-party technicians (denoted
by B). In Heimdall, we assume that users do not participate
in network management or attempt to modify network con-
figurations. Administrator A is always trustworthy, but may
not have enough expertise to solve a network task. A is
responsible for the privilege control of technician B, which
means A has complete control of which actions B is allowed
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to take. B is expected to have enough expertise to solve the
task, but also could be the adversary that performs malicious
operations. For the rest of the paper, we focus on tasks related
to router configuration troubleshooting (such as OSPF, BGP,
and filter configurations) due to their high frequency (Table I)
and significance [72], [44], [55], [35], [36]. Our primary focus
is ensuring the network’s correctness, specifically maintaining
the reachability between network devices. For other types of
tasks that may require modifying hardware and other types of
networks such as SDN, and evaluation of other properties such
as QoS, we plan to address them in the future.

E. Existing Approaches and Limitations

Existing approaches in related areas such as storage out-
sourcing [49], [74] or computation outsourcing [47], [78],
[61] rely on cryptographic techniques to achieve data privacy,
which is not applicable to our scenario of network management
outsourcing, since we need the technician to be able to
understand the semantics of the portion of network exposed to
them. Other studies on the risk of IT outsourcing [43] focus
on more general questions such as level of expertise and cost.
For privilege control in network management outsourcing, we
discuss two strawman solutions and their limitations next, and
make a case for a systematic risk-aware framework.

Strawman 1: Router built-in privilege management.: Most
routers have built-in mechanisms for controlling privileges. For
example, Cisco IOS devices allow users to customize a specific
set of commands for different privilege levels [5], [25]. Indeed,
admin privileges are not always necessary as most network
tasks only need small changes on a few devices [80], [66],
[46], [70]. By determining the required privileges for a ticket,
we can limit the technician’s access and minimize potential
harm. However, determining the specific commands required
for a task and estimating the risk associated with them can
be challenging, even for experienced network operators. As
a result, most devices typically are configured with an ”all-
or-nothing” approach by either giving the admin privilege or
read-only privilege to the user.

Strawman 2: Use a verification tool to validate configu-
ration changes.: Another strawman approach is to leverage
verification tools [44], [34], [54] to check whether the tech-
nician’s changes violate some policies, which may indicate a
risk associated with the proposed changes. However, for this
approach to work well, a formal, complete, and correct speci-
fication needs to be provided. In practice, specifications often
do not exist or cannot cover all intended policies [55], [38].
Recent tools [38] can automatically synthesize a collection of
policies from configurations but still cannot handle any implicit
or unforeseen policies. Any unspecified policy poses a risk.

III. DESIGN OVERVIEW

In this section, we begin by concretely defining the notion
of risk we propose to use. Then, we present the overview of
Heimdall, a framework that enables enterprises to assess, mon-
itor, and respond to risk. Finally, we discuss three fundamental
challenges to realizing this in practice.

A. Quantifying Risk

To get a precise notion of risk, we choose a well-established
quantitative risk model from the literature [57], [64], which
defines risk in terms of (a) probability of occurrence and (b)
consequence of adverse effects, i.e., Risk = Probability of
Occurrence * Consequence. For a complex system, the risk
can be defined based on a set of events E [50] [51], [52],
[53], [75], i.e., Risk(E) =

∑
e∈E P(e)∗C(e), where an event

e’s occurrence probability is P(e) and its consequence is C(e).

To apply this risk definition to our context, we can view
ticket resolution as a series of events modifying network
configurations. Events that have adverse effects on enterprise’s
assets are the main threat to the enterprise [68], [67], [55],
[48]. Our definition draws on the established understanding
that assets are the primary concerns of an enterprise, as they
are the basis for business operations and goals [68], [67], [55],
[48]. Here we focus on hardware, software, and data assets
connected by the network, such as laptops, applications, and
digital documents.

Formally, let Assets be all the assets in the customer
network, and each asset S ∈ Assets has a value S.value.
We use P(S|ticket) to denote the probability that S can be
affected by an event during solving a ticket. Then, the risk of
the ticket is defined as

Risk(ticket) =
∑

S∈Assets

P(S|ticket) ∗ S.value (1)

Prior work [31], [76], [39], [73], [65] relies on the user
to directly provide risk information or historical ticket data to
estimate risk. However, users often don’t have enough domain
knowledge or empirical data to determine risk accurately. Thus,
our framework has to compute the risk automatically and
the only information required from users is the value and
location of each asset within an organization. The values of
digital assets are typically available through canonical asset
management tools [3], [12], [13]. The asset records can reflect
criticality in terms of the purchase price, cost of ownership,
maintenance and support, downtime impact, replacement cost,
etc. The network owners can define a reasonable risk value
for each asset based on this information and use it as input.
This significantly reduces the expertise needed to quantita-
tively measure the risk accurately. With this asset-based risk
definition, we next show how Heimdall manages the risk of
outsourced network management tasks.

Fig. 2: Heimdall overview

4



B. The Heimdall Workflow

Risk management is a comprehensive process [67], [68]
that requires an organization to (i) assess risk, and (ii) monitor
and respond to risk over time. We envision an end-to-end
framework called Heimdall which manages this entire process
to enable customers to make risk-based decisions. As shown
in Figure 2, it has two key components: risk assessment model
and risk monitoring and response system.

Component A: Risk Assessment Model (§IV): Risk assess-
ment entails two steps: compute the consequences and the
likelihood of each consequence. For the first step, Heimdall
takes enterprise assets information (e.g., location and value)
and a snapshot of network configurations as inputs and auto-
matically outputs a risk dependency graph. This graph captures
how modifying each configuration block (defined in §IV-A)
affects a group of assets, through a chain of dependency edges.
Based on the risk dependency graph, the consequence of a
configuration change can be determined by evaluating all its
related assets.

Challenge 1: Building an accurate risk dependency
graph (§IV-A): A naive solution to build dependencies is
based on the physical topology. However, this approach could
result in a large number of false positives and false negatives,
linking assets to non-related configurations or missing critical
relations. The inaccurate risk estimation leads to non-effective
risk response policies which fail to protect valuable assets.

The next step is to compute the likelihood of each con-
sequence of a specific ticket, which could be affected by the
complexity of the ticket, the expertise of the operators and the
tools they use (e.g., troubleshooting and monitoring tools).

Challenge 2: Effectively estimating the likelihood of a
consequence (§IV-B): The likelihood of a consequence oc-
curring during the ticket resolution may change, even for the
same ticket. Various factors may affect its estimates such as
the technician’s proficiency and the tools they may use. For
instance, different technicians may consider the most likely
fix differently, thus impacting which configuration they may
modify. Similarly, different tools may rank the most likely fix
based on diverse algorithms.

Component B: Risk Monitoring and Response System
(§V): After assessing the risk associated with a ticket, Heim-
dall continuously monitors and addresses risks per operation.
Enterprises can customize their risk response plans to fit their
specific needs. For instance, an enterprise may choose to
proceed at an acceptable risk level and halt operations at an
intolerable level. Heimdall provides an interface for users to
create a high-level risk response plan and then combines it
with the assessed risk to generate a user-specific risk response
policy for each ticket.

To enforce a specific risk response policy throughout
the ticket resolution process, Heimdall continuously assesses
technician’ operations and closely monitors any potential risks.
The technician can perform operations remotely using existing
interfaces, such as the command line or GUI. Based on
the established risk response policy, only a limited set of
configurations can be accessed by the operator, with the goal
of controlling and minimizing risk. If the technician attempts
to access restricted configurations, Heimdall will detect this

and trigger appropriate actions, as outlined in the risk response
plan, such as alerting the customer, etc.

Challenge 3: Correctly and efficiently enforcing response
policies (§V-B): With the current routers’ built-in mechanisms,
it is hard to control which parts of a configuration can be
accessed or not (see II-E), thus cannot enforce an effective
risk response policy. To correctly control the accessibility of a
configuration, a strawman solution could pull the configuration
from the router and hide parts of it for the technician to
view and modify. Then the risk of changes can be checked to
ensure only safe changes are pushed back to the router. This
approach allows for correct policy enforcement, but it prevents
the technician from using existing interfaces (e.g., commands)
and adds noticeable delays to ticket resolution.

IV. RISK ASSESSMENT MODEL

The first component of Heimdall is a risk assessment model
quantifying the risk associated with a network ticket. We first
propose assessing the consequences of ticket resolution using
a risk dependency graph and show our approach to building
it with an example network (§IV-A). Then, we discuss the
factors affecting the likelihood of each consequence and how
to compute it in practice (§IV-B).

A. Assessing Consequences

During the ticket resolution process, we assess the conse-
quences of modifying a configuration based on its impact on
assets. We focus on endhost assets as the majority of valuable
assets (e.g., endhost applications, user data) are located on
endhosts, and we discuss how to extend our model for assets
in the middle of the network in §VIII. To precisely capture
the impact on assets, we use a configuration block rather
than the entire configuration file as the basic unit of analysis.
Similar to prior work [35], [36], [55], a configuration block
is a continuous sequence of lines used to configure a specific
feature, such as an access-control list or a BGP session.

Example Network: To make our discussion concrete, we use
an example network shown in Figure 3 to demonstrate the
connections among network devices and configuration blocks.
The network has four routers R1 to R4 connected by physical
links. All routers are running the OSPF protocol to connect
three internal hosts h1 to h3, with an asset on each host. R4
is also running a BGP protocol to connect to the Internet and
is configured with access control rules.

Fig. 3: An example ticket and network
Risk Dependency Graph: We use a risk dependency graph
(RDG) to represent the relations between configuration blocks
and assets. Each block and asset is represented as a node, and
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each directed edge shows the flow of dependency from one
node to another. Each asset in the network has an RDG with
the asset’s host node as the root. The RDG’s leaves represent
all hosts that can reach the root.

Figure 4 shows the RDG of h3 shown in Figure 3.
Edges can be of two types: inter-block edges and block-
asset edges. Inter-block edges capture the relations between
configuration blocks. These blocks could be located within a
single router or across different routers. For example, an OSPF
block (R3[ospf ]) has edges pointing to each interface block
(R3[inf0], R3[inf1], R3[inf2]) on the same router whose
network is contained in the OSPF network. Block-asset edges
show the relations between blocks and endhost assets. For
example, an edge points from h3 to R3[inf1] because asset
a3 is located on h3 which is physically connected to the router
R3 by interface R3[inf1].

A practical solution to building an RDG needs to meet
two key requirements: accuracy and scalability. It should be
able to accurately infer the relationships and be applied to
networks of a reasonable size (O(100)routers). To motivate
our approach, let us first outline two strawman approaches to
building dependency.

Strawman Approaches: The first potential approach is to stat-
ically analyze configuration files. For example, prior work [35],
[36] uses a parser to analyze configurations and create referen-
tial links between blocks based on tokens, e.g., an IP address.
This method can be directly used to create our inter-block
edges. This parsing-based approach can quickly analyze a large
number of configuration files, but it also produces many false
positives, where unrelated blocks are identified as being related
(§VII-C).

Another potential approach is to use mutation, by modi-
fying configurations dynamically and evaluating the effect on
reachability. For example, we can test whether removing a
BGP block will alter the reachability of a specific asset. To
ensure accuracy, the approach requires enumerating all possi-
ble combinations of blocks for every given asset. While this
approach works for a few blocks, the computation complexity
of the search is exponential, failing to scale as the number of
blocks increases.

Our Approach: To achieve both accuracy and scalability, we
have two key observations. First, building accurate relations
between blocks and assets requires to analyze not only the
configuration files but also how the data plane is produced by
the configurations. The correlation between the configurations
and the data plane is complicated, and the ability to precisely
capture these relationships will determine the level of accuracy
achieved. Second, although inferring the relationships between
blocks and assets take time, these relationships tend to be
relatively stable. This makes it possible to pre-compute these
relations and search for specific relations when a ticket arrives.
Given a pre-built dependency graph, identifying which assets
are associated with a particular block can be cheap to support
large networks.

We build relations by propagating information from con-
figuration blocks to endhost assets by leveraging forwarding
tables of the data plane. The key challenge is to track the entire
process of forwarding table construction; from configuration
blocks, to RIB construction, and finally FIB generation. While

Type Description

1 Interface
An InterfaceBlock is related to a route if this
interface connects the destination host to the
router.

2 Protocol A ProtocolBlock is related to a route processed
by the same routing process.

3 Egress

An InterfaceBlock and a ProtocolBlock are
related to the routes it sends to a neighboring
router connected by the same interface and
routing process.

4 Ingress

An InterfaceBlock and a ProtocolBlock are
related to the routes receiving from a neigh-
boring router on the same interface and routing
process.

5 ACL An ACLBlock is related to all routes stored in
the same router.

TABLE II: Rules to create dependencies.
prior work (e.g., Batfish [44]) can simulate the process, we
need to further track how information is propagated across
different routers. Inaccurate tracking leads to false positive or
false negative relations.

As shown in Figure 5, our approach includes two main
stages: (1) configuration blocks→forwarding tables: the first
stage builds inter-block relations and associates different
types of configuration blocks to the FIB entries; and (2)
hosts→forwarding tables: the second stage associates hosts to
the FIB entries, creating block-asset relations.

We focus on three common types of configuration
blocks: i) InterfaceBlock that controls a router interface; ii)
ProtocolBlock that controls a routing protocol, such as BGP
and OSPF; iii) ACLBlock that controls access control rules.
These categories cover a majority of the router configura-
tion [44]. For the remaining configuration lines (such as login
and time setting), we combine them into a ManageBlock . The
ManageBlock does not impact endhost assets and is handled
separately from other types of blocks (§VI).

The dependency between a block and a route is constructed
and updated according to the five rules shown in Table II.
We take the route (h1, h3) in Figure 5 as an example to
explain how each rule is applied. In Stage 1, Rule 1 is
applied to add the interface that directly connects a host to
a router, so R1[inf3] is added to the dependency set of
route(dst = h1) in router R1, and R3[inf1] is added to the
dependency set of route(dst = h3) in router R3. Then, the
routes and their dependency sets are passed to the router RIB
in RIB initialization phase. From this step, the routers enter
the loop phase of updating the data plane until it converges.
Rule 2 is applied when a routing process learns a route from
the router RIB. We add the ProtocolBlock of this routing
process to the existing dependency of the imported route,
e.g., R3[ospf ]. Rule 3 is applied when a routing process
broadcasts its routes to all its neighbors connected by this
protocol and the dependency of an exported route is appended
with the egress InterfaceBlock and ProtocolBlock connecting
the neighbor, e.g., R3[ospf ] and R3[inf0]. Upon receiving
a route from a neighbor, Rule 4 adds the ProtocolBlock of
the connecting routing protocol and the InterfaceBlock of the
ingress interface to the dependency received with the route,
e.g., R1[inf2] and R1[ospf ], which then will be passed to
the router RIB. After the data plane of each router converges,

6



Fig. 4: Risk
Dependency
Graph of h3

Fig. 5: We use connection (h1, h3) shown in Figure 3 as an example to show the process of building
risk dependencies. → represents the existing logic of constructing FIBs. dashed arrows (99K) represent
the new logic added by our approach.

the preferred route to each reachable destination is passed to
the router FIB, together with the dependency we constructed.

The Stage 2 of our algorithm is to associate a host con-
nection (hsrc, hdst) with the corresponding route by searching
the two related entries of source and destination hosts, e.g., h1

and h3, in the FIB entries and extract the dependency attached
to the route. As shown in Figure 3, the dependency of the
complete route (hsrc, hdst) is the union of the two depen-
dency sets, e.g., (h1, h3).dep = R1.F IB(dst = h1).dep ∪
R1.F IB(dst = h3).dep = {R3[inf1], R3[ospf ], R3[inf0],
R1[inf2], R1[ospf ], R1[inf3]}.

B. Assessing Likelihood of A Consequence

In this subsection, we first examine key factors that in-
fluence the likelihood of a consequence. Then, we present a
model to compute the likelihood. By combining the likelihood
of each consequence with the computed consequences, we can
evaluate the risk of a particular ticket (Equation 1).

Influencing Factors: Various factors can affect the likelihood
of a consequence for a given ticket. For example, the com-
plexity of the problem, the level of expertise of technicians,
and the tools (such as troubleshooting and monitoring) that
are used. We observed that these factors affect the likelihood
of consequence in two fundamental ways: (i) by a group of
blocks accessed by the technician before fixing the issue,
which we call AccessibleBlocks, and (ii) by the root cause
blocks that can be modified to resolve the ticket, which we
call RootCauseBlocks. For example, an expert technician may
be able to quickly identify the root cause of an issue and
access only a few blocks before fixing the problem, while
a novice technician may need to access many blocks before
finding the root cause. Similarly, different ticket resolution
modes (manual, or using automated tools) and different tools
could provide different estimates for AccessibleBlocks and
RootCauseBlocks for a ticket. Our goal is to provide a simple
model to compute the likelihood of consequence that supports
both modes and various existing tools.

Our Approach: Despite the variations in their implementation,
we observed that the outputs of existing tools [56], [32],
[42], [33] can be abstracted as a preference order of network
components. A higher order indicates a higher likelihood of the
component being the cause of the issue, compared to a lower
rank. For example, NetMedic[56] uses historical data to rank

the cause of a ticket, and 007[32] uses the path information to
compute a weight for related network components and outputs
the possible causes ranked by weight. This preference order
abstraction also aligns with the manual examination process as
a technician would typically focus on the most likely causes
to minimize their efforts.

Based on this observation, our model abstracts Accessi-
bleBlocks using a pref() function, and pref(b1) > pref(b2)
indicates that block b1 is granted earlier than block b2. This
decision can be made either by a tool or a human. For
simplicity, we assume a strict preference order, i.e. pref(b1) =
pref(b2) ⇒ b1 = b2, and we will discuss more details in the
next section. Meanwhile, we estimate RootCauseBlocks using
P(c|ticket) which is the probability that the root cause block is
c for the ticket. This value can be provided by the tool, using
history stats, or simply assuming it is uniform (= 1

total blocks ).
We assume each fix only involves one block for now and this
can be easily extended to multiple blocks.

With a preference order pref(b) and P(c|ticket) as two
inputs, we can compute the likelihood of a consequence based
on conditional probability. Formally, given a ticket, we use
P(S|ticket) to denote the probability that an asset S is affected
and use Cause to denote all possible root causes of the ticket.
Then, P(S|ticket) can be computed as follows:

P(S|ticket) =
∑

c∈Cause

P(S|c, ticket) ∗ P(c|ticket)

=
∑

c∈Cause

P(∃b, pref(b) ≥ pref(c)

∧S ∈ b.assets)) ∗ P(c|ticket)

(2)

Note that the b.assets refers to assets that are related to the
block b, which can be obtained by our assessment model
(§IV-A). As one asset can be affected by several blocks, to
prevent double-counting the same asset, we take the union of
affected assets in our implementation and discuss other options
in §VIII. By combining Equation 1 and Equation 2, we can
compute the risk for a given ticket. Next, we discuss how to
use the computed risk to create a risk response policy.

V. RISK MONITORING AND RESPONSE

The second component of Heimdall focuses on risk mon-
itoring and response. In this section, we first show how to
create a risk response policy (§V-A) which outlines appropriate
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actions to address each level of risk. Then, we discuss practical
challenges to enforcing such a policy in real-time and finally
present how Heimdall addresses these challenges (§V-B).

A. Risk Response Policy

After assessing risks to an enterprise’s assets, the next step
is to develop strategies to mitigate or manage them. Different
enterprises could create customized risk response plans to
fit their specific needs. A risk response plan [67] typically
includes a set of guidelines that categorize risks into different
levels based on predetermined thresholds. Each level has a
specified action to respond to the risk. Heimdall provides cus-
tomers an interface to specify such a high-level risk response
plan, and then integrates the ticket’s risk information to create
a tailored risk response policy for each ticket.

Fig. 6: An example risk response policy
Figure 6 shows an example policy specification. The first

part consists of risk thresholds and corresponding actions. The
example has three risk levels and states that: L1: if the risk
falls within 30% of the maximum risk, no action is required,
L2: if the risk is assessed to be between 30% and 60%, the
customer must be alerted and informed, and L3: if the risk is
larger than 60% and falls in the last level, the operation must
be immediately stopped to prevent further risks. If the risk
threshold of the last level is not 100%, the default action from
the last threshold to the maximum risk is Stop. The second
part specifies the debugging strategy, i.e. the order of blocks (in
groups) to grant access for resolving the ticket. In the example,
blocks in the group G1 = {R1[inf0], R1[inf1]} will first be
considered when trying to resolve the ticket. If the ticket is not
solved, the next group G2 is then considered, etc. The second
part can be pre-computed (e.g., based on the debugger) or
dynamically decided while resolving the ticket.

Iterative Access Granting: Dividing the blocks into multiple
groups enables Heimdall to provide precise risk management.
Access to the groups is granted to the provider in iterations.
For each iteration, the provider is granted access to one group
of blocks. If the ticket cannot be resolved in this iteration, the
provider can request additional access. The approval of each
group will depend on the risk level and associated action. For
instance, if the risk level is low, the group may be automatically
approved, while if the risk level is medium, manual approval
by the customer may be required. If approved, the provider
proceeds to the next iteration and this process continues until
the ticket is resolved or stopped, e.g., if the risk level is
considered to be too high to continue. While this iterative
approach provides fine-grained risk control, it might result
in a slower ticket resolution process, as the provider might
go through multiple iterations to obtain all the necessary
information. This is a fundamental trade-off we have to make
to mitigate risk and we measure its overhead in §VII-A.

B. Real-Time Risk Monitoring System

Given a risk response policy as input, the risk monitoring
and response system needs to provide two key functionalities:
(1) Risk Response Policy Enforcement: To enforce the policy,
the system needs to monitor the provider’s operations and
associated risk at runtime and take appropriate actions based
on the level of risk. (2) Iterative Granting Workflow: If
the ticket cannot be resolved with the granted blocks, the
provider can require additional blocks iteratively through the
granting workflow. The second functionality can be realized
by extending the current interface, but the first functionality
may be difficult to achieve.

The key challenge is to correctly and efficiently enforce
granted access. First, the system must ensure that the provider
cannot access blocks that have not been granted, which leads
to an incorrect monitored risk value and failure to respond to
potential risks. Second, the system must be able to accurately
calculate the risk based on the provider’s actions, otherwise, it
will not be able to take the correct actions as specified in the
policy. Lastly, in order to be practical and facilitate adoption,
the system should impose minimal overhead on the provider’s
operations and be compatible with existing interfaces.

Strawman Approach: To meet these requirements, a naive
solution is to employ existing router authorization techniques
(e.g., Cisco TACACS+ [6]). This mechanism allows the admin
to create a blacklist/whitelist of commands and authorize users’
operations based on the list. However, this mechanism may
fail in two aspects: (i) it can only check commands at a coarse
level, which cannot be mapped to fine-grained configuration
blocks (discussed in §II-E); (ii) different tickets may require
different levels of access on various devices. This means that
during ticket resolution, it may be necessary to reconfigure
multiple routers several times. Furthermore, these authorization
techniques vary by vendor and may not be available for all
devices.

Reference Monitor: Our approach is based on the observation
that the provider performs operations remotely, and all actions
pass through a choke-point before being executed on different
devices in the customer network. This choke-point exists in
RMM software and is currently used to maintain communica-
tion channels with devices. This provides an ideal position to
examine each operation and take appropriate actions to address
potential risk.

We insert a reference monitor [69] at the choke-point to
mediate all actions performed by the technician. The reference
monitor takes the risk response policy as input and maintains
a list of granted blocks, and maintains a state machine inside it
to track the current block in a fine-grained way. Upon receiving
each command, it either permits or denies the command
according to the granted blocks. As our evaluation shows
(§VII-C), the latency overhead added by the reference monitor
is negligible when compared to the overall time required to
resolve the ticket. Meanwhile, our system tracks the risk value
of the current ticket and takes actions based on the risk level.
For example, if the risk has reached an intolerable level, it will
halt the operation and notice the customer.
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VI. IMPLEMENTATION

In this section, we discuss our implementation of the risk
dependency graph and a proof-of-concept system as a candi-
date solution to serve as a basis for outsourcing workflows.

Risk Assessment Model: Our risk assessment model and risk
response policy are built on top of Batfish [44]. We modified ∼
2000 lines of Java code in Batfish to build the risk dependency
for a given snapshot of the network configurations. We first
leverage Batfish to parse the configuration files into vendor-
neutral objects to create our configuration blocks. Heimdall
currently identifies each InterfaceBlock, ProtocolBlock (e.g.,
BPG, OSPF) and ACLBlock as an individual block, and then
treats the remaining lines as a ManageBlock.

We modify Batfish following the routing logic and dataflow
to update the dependency. Specifically, we take advantage of
the route messages sent between virtual routers when updating
their data plane, and build a map between routes and related
configuration blocks. We append our dependency to the route
messages, and add the ingress/egress protocols and interface
blocks accordingly. The main iterations in Fig. 5 mentioned
above are performed by computeDataPlane process in
Batfish until the route information on all routers converges. At
this point, the routes in Batfish and their Haimdall dependency
follow the RIB and FIB dataflow in Fig. 5 stage 1, which
we later link with the endhosts using the FIB in stage 2 to
complete our risk dependency model. Heimdall can support
all configuration formats supported by Batfish, including those
from Cisco, Juniper, and Arista.

Fig. 7: A proof-of-concept implementation of reference
monitor and risk management modules.
Risk Monitoring and Response System: To demonstrate the
capabilities of our risk monitoring and response system, we
build a proof-of-concept prototype on top of GNS3 [26]. We
extend GNS3 to enable risk monitoring and response, and
implement the iterative granting workflow. As shown in Fig. 7,
we augment the GNS3 GUI to provide the technician with
visualized privilege information and enables the operator to
require more blocks. We add the reference monitor module as
a telnet proxy to intercept commands from different sources
of the front-end consoles (e.g., router and endhost consoles).

VII. EVALUATION

We evaluate Heimdall on a collection of networks (e.g.,
campus, ISP, enterprise) to address the following questions:

(a): Is Heimdall practical to use in solving real-world network
problems? We invited 10 experts, collecting 99 experiment
records with a total of 41 hours of testing. (b): How does
Heimdall aid in assessing the risk of different tickets? We show
that Heimdall enables risk assessment for different tickets and
can reduce up to 75% risk for 50% issues of various types
(e.g., BGP, OSPF, ACL) and on different topologies; (c): The
performance of individual components of Heimdall We show
that (i) our dependency model can achieve a high accuracy
compared to existing models, and can scale to large-scale
networks, and (ii) our reference monitor provides fine-grained
control by adding only 4-5ms of latency;

Evaluation Networks Our evaluation networks cover different
scales, structures, and configuration types. Expert validation
includes three networks with real BGP, OSPF, and ACL con-
figurations: an enterprise network, a university network [44],
and a backbone network. We demonstrate the topologies of
the three networks graphically in Appendix A. We use an
enlarged set of networks and tickets in the simulation for
risk assessment, including two more networks from Topology
Zoo [58], and three Fat-tree networks (k=4,8,16). Statistic
details of the networks are shown in Table III.

A. Expert Validation

We conduct a thorough study of the usability of Heimdall
through expert validation. In this section, we invite 10 experts
(detailed backgrounds listed in Appendix Table V) from net-
work vendors of our university to solve 33 different network
tickets (summarized in Appendix Table IV). The tickets in-
clude connectivity, packet drop, and quality-of-service(QoS)
issues, caused by BGP, OSPF, Interface, or Route-map config-
uration errors. During the experiments, experts try to resolve
the issue by modifying configuration blocks they currently
can access. If they are unable to solve the issue, they request
privilege elevation to the next level for more block accesses.
This procedure is repeated until task completion or exceeding
the time limit. We collected 99 experiment records, among
which 93 valid experiments completed the task within the time
limit.

Time and Risk Breakdown: Figure 8 shows the detailed
time breakdown of all tickets tested by the experts. Each bar
shows the time breakdown of an individual ticket, each ticket
is assigned to multiple participants and here we only show the
average values. The average time to solve a task is ∼ 550s,
with a standard deviation of ∼ 389. Figure 9 shows the step-
by-step risk and the least possible risk to solve each ticket.
Most tickets (26 out of 30) are solved with less than 50%
risk, consistent with the risk of root cause blocks. Outliers in
time and risk may happen due to some non-optimal technical
choices of our expert.

Risk Control: We calculate the eventual risk level upon
experiment completion and compare it with that of root cause
blocks. We first show the results in Fig. 10, in the order of
completion time. Each point refers to an experiment. X-axis
indicates their duration, and y-axis shows their final risk level
relative to the root cause. In all valid experiments, experts can
solve 92% of tasks with no extra privilege granted higher than
the risk of the root cause blocks. We observe the correlation
between risk level and finishing time: over 25% of experiments
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ID Network #routers #hosts #links #config lines #blocks #tickets avg hops max risk

A Enterprise 10 8 26 1095 101 200 3.3 56
B University 13 8 25 1652 120 461 4.7 56
C Backbone 11 9 22 980 110 177 4.1 72
D Bics 49 98 162 4410 340 469 4.9 9506
E Columbus 86 68 169 6968 458 770 8.5 4556
F FatTree04 20 16 48 1544 144 129 4.5 240
G FatTree08 72 64 320 8448 800 529 4.7 4160
H FatTree16 272 256 2304 52224 5248 318 4.9 65280

TABLE III: Eight Evaluation networks
finished in more than 16.7min requires higher privilege level
than the root cause block. We also group the relative risk
level of experiments by the type of tickets in Fig.11. We find
that experts can solve 94% and 86% Ethernet interface and
BGP tasks respectively, with no extra privilege granted. This
is because most interface issues are simple and involve a small
number of blocks. Given the complexity of BGP configura-
tion, these tasks shows a higher variety in final risk levels:
some experts achieve the target using alternative configuration
blocks, resulting in 9.5% tests finished with risk lower than the
root cause block. This experiment demonstrates that Heimdall
can effectively control risk of outsourced network operations
without impacting the ticket resolution.

Real World Incidents: To further demonstrate the capability
of Heimdall in handling complex real world scenarios, we re-
produce 3 real-world network outage incident tasks according
to their disclosed incident details[7], [30], [10]. In Fig. 10
and 11, red points represent incident tickets. They span from
BGP optimizer error, route-map mismatching, to prefix list
mistake. Experts diagnose and fix erroneous network behaviors
including wrong routing paths, disconnection and packet drops.
Fig. 10 shows that incident experiments distribute loosely in
the 13-33min interval due to higher complexity, with over 30
common issue experiments lying around. This indicates that
Heimdall is practical in solving real world incidents, and our
evaluation tickets cover a good range of such scenarios.

Expert Ratings: We collect the quantitative ratings from all 10
participating experts regarding the similarity between Heimdall
and practical consoles and workflows. We show the results in
Fig. 12. Overall, the survey from the operators suggested that
Heimdall is easy to use, as our operating interfaces are not
much different from current practice, with a similarity rating
of 4.2. On the other hand, the experts’ feedback indicates that
our new workflow sometimes requires an updated mindset to
carefully check more details before asking the customer to
access more blocks. We believe this is a necessary trade-off
towards reducing risk for network management outsourcing.

B. Effectiveness of Risk Assessment

To evaluate our risk assessment model under more condi-
tions, we create an enlarged ticket database with a total of 3053
tickets in addition to the tickets in expert validation. These
tickets are generated on 8 networks (Table III) covering 22
different types (Table VI) of tasks described in the Cisco Of-
ficial Cert Guide [60] and StackExchange [27]. We categorize
the issues into 3 problem types based on the root cause: BGP,
OSPF, and ACL.

Fig. 8: Average time breakdown of expert validation.

We implemented three debuggers, which take a list of
impacted hosts and output a rank of different configuration
blocks, simulating different patterns a human expert would use
to locate and resolve the issue in real-world scenarios. They
are History debugger, Path debugger, and Random debugger,
which rank blocks based on statistic data of the root cause
of historical tickets, distance to the shortest path between the
affected hosts, or using random ordering.

Our metric is the risk value associated with resolving
a ticket. Based on the order in which blocks are granted
and the root cause, we can compute the resulting risk for a
given ticket (Equation 2). In our synthetic experiments, we
assign one asset to each host with a value of 1. We give
a performance overview of the path-based debugger on the
8 evaluation networks in Fig. 13. Throughout the test, we
examined six factors that impact risk assessment: (1) block
type, (2) debugger type, (3) number of batches, (4) ticket type,
(5) network type and size, and (6) number of changes.
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Fig. 9: Average granted risks in expert validation.

Results: In this section, we first report the aggregate results
for 8 networks and use network NetC as an example to show
how each factor affects risk assessment. The detailed results
for other networks can be found in Appendix B.

• Block Type: Fig. 14 simulates the worst-case scenario by
modifying {1, 2, 4, 8} block(s) with the highest risk. Results
show that even for large networks (e.g., D, E, and H), given
access to one block may affect up to 50% connections, and
8 blocks may affect over 90% connections2. This experiment
indicates that a few modifications to configuration blocks by
a malicious provider can affect a significant number of assets
without risk control.
• Debugger Type: Fig. 15 shows how different debuggers
affect the risk. Here we assign a single block at a time to
obtain detailed results. The min line shows the minimal risk
and is calculated based on the risk value of the root cause
block. This represents the most ideal strategy that directly
identifies and fixes the issue. Results show that to resolve
50% tickets, the History debugger incurs 60% less risk than
the Random debugger. This experiment shows that accurately
evaluating the probability P(c|ticket) in Equation 2 can help
reduce the probability of affecting unrelated assets while resolv-
ing the ticket.
• Number of Batches: Fig. 16 shows that the risk can be
reduced by providing fine-grained risk levels. When the number
of batches is small, access to more redundant blocks is granted,
increasing the risk of resolving the same ticket. But the effect

2Altering one block may not cause disconnection, but can still affect default
routing and multipath behavior.

becomes less significant after 8 or 16 batches.
• Risk granularity: Fig. 17 shows the minimum required risk
for solving issues using router-level versus block-level risk
assessment in network C. Given the best level of expertise, say
the technician identifies the root cause directly, using router-
level still posts higher risk than our block-granularity approach.
• Other Factors: We show the evaluation results of other
factors including network type and size, ticket type, and number
of changes in Fig. 18 and Appendix B. We observe that a greater
proportion (50%-70%) of tickets are solved within 25% risk for
larger networks (e.g., E, H), but the risk level is higher for
smaller networks (e.g., A, B). Ticket type also affects the risks,
which is consistent with our observation of risk level regarding
the complexity of different ticket types in expert validation. We
evaluate multiple changes for complicated incident scenarios, as
the number of changes increases, the overall risk tends to rise.

C. Evaluation of Individual Components

Next, we evaluate the effectiveness of two key components
of Heimdall: risk dependency model and reference monitor.

Performance and Accuracy of Risk Dependency Model:
Fig. 19 shows the accuracy of our dependency model by
comparing it with the strawman approach [35] which stat-
ically builds dependencies using predefined tokens (e.g., IP
address or AS numbers). To normalize across all networks,
the accuracy is divided by the union of blocks identified from
both approaches. From the results, we can see false positive
cases including wrong dependencies within a router and across
routers.

False positives within a router: Many protocol blocks such
as OSPF or BGP contain tokens from all interface blocks.
If one interface block is linked with the protocol block, it is
likely that it will then be linked with all other interface blocks.
It creates a false positive because a label implies a route and
it is only dependent on at most two interfaces on a router.

False positives between routers: If a false positive interface
exists, it will build its dependency to another interface block
on another router that is physically linked with the router it
resides, as long as they are correctly configured (within the
same subnet). Then the newly linked interface will create more
false positives according to the single router situation. Thus,
any false positive interface block will lead the number total
false positive number to grow exponentially.

Time Overheads of Heimdall: For the computational over-
heads of Heimdall, Fig. 20 shows the time of building a risk
dependency model for networks of different sizes. T1 is the
time of computing the dependency defined in Fig. 5, and T2 is
the total time which adds the time of outputting the map from
a configuration block to the set of affected assets. T1 is mostly
impacted by the complexity of the data plane, and the cost is
low (less than 10s) even for large networks such as NetH . T2
is impacted by not only the size of the network (e.g. netH) but
also the average path length of host connections (e.g. netE),
which also contributes to the complexity of computing the
reverse map. These computations are designed to be performed
in advance for a network, so that they will not fall on the
technicians when solving a ticket.
For operational overheads, the reference monitor imposes neg-
ligible end-to-end overhead on task completion time, compared
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Fig. 10: Relative risk of tickets (or-
dered by solving time)

Fig. 11: Relative risk of resolved tickets Fig. 12: Survey about similarities be-
tween experiments and the real world

Fig. 13: Average risk of path-based
debugger

Fig. 14: Risk of malicious modifications
on {1,2,4,8} blocks

Fig. 15: NetC troubleshooting risks
with different debuggers

Fig. 16: NetC troubleshooting risks
with different batch sizes

Fig. 17: NetC router-granularity vs.
block-granularity risks

Fig. 18: Risk of multiple changes in
NetC

Fig. 19: Accuracy comparison of de-
pendency models.

Fig. 20: Time of computing the RDG
for each network

Fig. 21: Risk control procedure over-
head

to technicians’ operation and administrator’s procedural time.
It processes commands at the expense of only 4-5ms per com-
mand, which is a negligible overhead of less than 0.5% in total
time, the main source of overheads should still be the waiting
time and consideration time observed in our expert validation.
We measure the end-to-end overhead of Heimdall by recording
the timestamp of each operating stage and privilege approval
stage, and analyze the time components for solving each task.
First, we notice that the bootstrapping ( The waiting time is
when experts are blocked and requiring privilege elevation.
And we normalize it by calculating the percentage of waiting
time in the full experiment time. Fig. 21 shows that over 40%
tasks are finished with less than 5% overheads of waiting for
privilege and procedural operations, and the average overheads
of Heimdall is only 7.4%. We also observe that the time
component of solving tasks shows two types of operating
habits: Some experts spend significantly higher observation
time before making exact changes, thus the waiting overhead
in all such experiments is less than 20%, and 86% of which
is less than 10%. Meanwhile, other experts require privilege
elevation more frequently before actually diagnosing the issue,

resulting in higher procedural time during the experiment.

VIII. DISCUSSION

Problem scope of Heimdall: In this paper, we focus on the
risk of outsourced network management to third parties. The
risk management of Heimdall applies to in-house admins as
well, but we believe that third-party operators are more likely
to perform malicious operations on the network configurations
and choose them as the target scenario of Heimdall.

Accuracy of the risk model: The asset value input is the
key to the accuracy of configuration block risk assessment.
Existing asset management techniques [3], [12], [13] can
provide accurate asset records for most cases, except when
the assets are rapidly growing and the asset information might
be out of date. Other factors that might impact the accuracy of
our model include the fidelity of Batfish simulation we adopt
in the workflow, and assessing risks with a dynamic data plane
after some changes are made to the network.

Finer granularity configurations: It is possible to further
divide a configuration block. such as distinguishing different
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address-families. A finer granularity may improve the precision
of dependencies, but may also negatively impact usability (e.g.,
expressing and explaining partial BGP access to the technician
is much more complicated than a single BGP configuration
block). Another possible proposal for finer granularity is to
consider each command separately or count the number of
operations made by the technician. The problems of this
approach are: 1) it is more complicated to associate every
potential command with its risk when the result is dynamic,
compared with assessing the risk of existing configuration
blocks, and 2) multiple commands performed by the technician
are logically tightly coupled, so the modifications within the
same block should not be accumulated multiple times given
the correlation between these commands.

Dealing with multiple root cause blocks: In our evaluation,
we mostly focus on individual tickets each caused by a single
misconfigured root cause block. Heimdall can easily adapt to
multiple root cause blocks. If a ticket is caused by multiple
blocks, the actual risk is decided by the union of the risk of
all root cause blocks.

Limitations of Heimdall: Our current risk dependency model
focuses on router configurations and assumes endhosts to be
bare-metal servers. However, if the network involves complex
components such as middleboxes, virtual machines/containers,
or service mesh, the model requires refinement to ensure high
accuracy. Also, as Heimdall currently relies on user input to
control the frequency of user intervention, Heimdall could be-
come more user-friendly by incorporating a better GUI or user
interaction scheme. In addition, our current risk assessment and
monitoring model only controls the write access. It is possible
to control read access, but this might impact usability, and
measuring the potential threat from reading configurations is
not straightforward. Lastly, our risk assessment model treats
each asset independently, and we take the union of affected
assets to avoid double-counting the same asset. However, this
approach could still lead to overcounting of assets that are
correlated. We think that this part can be further improved by
identifying the dependencies between assets.

IX. RELATED WORK

Network Verification: Various verification tools exist [44],
[34]. In the context of network management outsourcing, these
tools may be used to verify that some user-specified properties
are not compromised by the changes made by the third party.
Our solution takes a different perspective, namely we focus on
the importance of assets and proactively estimate the maximum
impact of each configuration block regarding the value of
network assets. Our approach does not require the users to
specify any network behaviors or properties. Instead, we ask
the user to provide asset information, which requires much
lower level of expertise than using verification tools.

Risk-aware Network Management: Risk-aware approaches
have been employed for capacity-planning [31], [76] and traffic
engineering [39], [73], [65]. Various aspects of risk have been
considered, such as link failures [76], [39] impact on customer
traffic during network changes [31], and revenue falls below
an acceptable level [65]. Our definition of risk considers the
impact on an organization’s assets. Unlike prior methods [31],
[76], [39], [73], [65] that aim to maximize network utilization

or availability, our goal is to identify configurations that can
be safely modified to resolve tickets.

Quantitative Risk: In Heimdall we use a general quantitative
risk model commonly used by existing works (e.g., [37]),
namely the product of probability and impact. There have
been other more complex quantitative models such as attack
graphs [45] used in risk assessment, but our work focuses
on the dependency between configuration blocks and assets.
Considering our granularity and asset definition, we choose
the model that can best utilize the computed dependency.

Network Debugging: Many debugging approaches exist to
locate network failures. [79], [40], [33], [56] first construct
a fault inference graph based on network tracing data and
then locate the most possible root cause from the graph. [32],
[71] infer link or node failures by tracing data or measuring
the packet-delivering success probability on paths. [42], [59]
locate the root cause of failed links by relying on the network
topology and additional traffic information. These approaches
are orthogonal and complementary to ours, and as shown in
our evaluation, a good troubleshooting tool can be used with
Heimdall to effectively reduce risk.

Network Dependency Model: Many approaches have been
proposed to find dependencies of network components. Some
discover dependencies between services, applications, and
switches based on the time correlation of messages [41] or
cause analysis of service failures [79]. [33], [56] obtain
dependencies among processes, nodes, and links, from per-
formance observations or history data of component states.
[35], [36] can build fine-grained dependencies between con-
figuration blocks by parsing configuration files. NetCov [77]
builds dependencies between configurations and data plane
elements to compute test coverage, but it currently cannot
support routing protocols other than BGP (e.g., OSPF).

X. CONCLUSIONS

While outsourcing network management is an attractive
option for enterprises to reduce operational expenses, it is
also posing significant security risks and turning into sources
of more incidents. In this paper, we present Heimdall, the
first risk-aware framework that enables customers to assess,
monitor, and respond to the risk of outsourced network tasks.
Our pilot study and evaluations show that Heimdall is a
feasible tool for solving real-world issues and can significantly
reduce potential risk. We have focused on addressing con-
figuration issues for legacy networks, yet there remain many
other types of issues (e.g., software bugs) and networks (e.g.,
SDN networks) to explore. We see Heimdall as the first step
towards defining and managing risk for outsourced network
management, and hope our initial results can lead to a broader
discussion on understanding outsourced network management.
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APPENDIX

A. Experiment Networks

As described in section VII, our evaluation experiments are
conducted on three different types of networks with different
topologies and configurations.

Figure 22 presents the enterprise network with 8 hosts
and 10 routers. It consists of 1 BGP AS and 1 OSPF area.

15

https://doi.org/10.1145/564691.564717
https://doi.org/10.1145/1592568.1592597
https://tsapps.nist.gov/publication/get_pdf.cfm?pub_id=908207
https://doi.org/10.1145/1655008.1655016
https://doi.org/10.1145/3517745.3561447


Ticket ID Root Cause Block Matching Type

C-int-24 r5[GigabitEthernet3/0] Interface:22
C-int-20 r4[GigabitEthernet2/0] Interface:22
C-int-13 r2[GigabitEthernet2/0] Interface:22
C-int-10 r1[GigabitEthernet2/0] Interface:22
C-int-7 r11[GigabitEthernet3/0] Interface:22
C-int-17 r3[GigabitEthernet2/0] Interface:22
C-int-14 r2[GigabitEthernet3/0] Interface:22
B-int-39 as2dist2[GigabitEthernet6/0] Interface:22

B-bgp-159 as2dist1[bgp2] BGP:1
B-bgp-369 as1border1[bgp1] BGP:1
B-int-21 as2dept1[GigabitEthernet1/0] Interface:22
C-int-28 r6[GigabitEthernet3/0] Interface:22
B-bgp-99 as3border2[bgp3] BGP:8

A-bgp-126 isp2[bgp102] BGP:10
B-bgp-38 as3border1[bgp3] BGP:10
A-ospf-1 r1[ospf10] OSPF:13
A-bgp-2 isp4[bgp104] BGP:5

A-ospf-12 r2[ospf10] OSPF:15
B-bgp-98 as3border2[bgp3] BGP:8
B-int-51 as2border2[GigabitEthernet0/0] Interface:22

A-ospf-11 r2[ospf10] OSPF:15
B-bgp-34 as1border2[bgp1] BGP:1

B-bgp-179 as2dist2[bgp2] BGP:8
A-ospf-9 r2[ospf10] OSPF:12
B-bgp-87 as3border2[bgp3] BGP:5
B-bgp-91 as3border2[bgp3] BGP:8

B-bgp-282 as2border1[bgp2] BGP:8
A-ospf-8 r2[ospf10] OSPF:13
B-int-20x as2dept1[GigabitEthernet0/0] Interface:22
B-bgp-10 as1border2[bgp1] BGP:8
A-inc-23 r9[bgp103] Incident:23
C-int-24 r9[bgp900] Incident:24
C-int-25 r10[bgp1000] Incident:25

TABLE IV: Information of tickets used in expert
validation, including root cause blocks, and matching
problem type in VI. Tickets are sorted by total time

consumed for test case samples.

Figure 23 presents the university network topology including
8 hosts and 13 routers. This network includes 3 BGP ASes and
1 OSPF area. Finally, Figure 24 presents the backbone network
topology including 9 hosts and 11 routers. The backbone
network consists of 2 BGP ASes and 2 OSPF areas.

B. Evaluation

Issue types:: Table IV shows the issues and their correspond-
ing root cause types. Table VI presents the real-world issues
described in Section VII. We categorize each issue into 3
problem types based on the root cause: BGP, OSPF, and ACL.
The description explains how to resolve the ticket and what
effect it may have.

Test Results:: In addition to the test results from Sec-
tion VII-B, we present test results of the other 7 test networks
shown in Table III. Figure 25 to Figure 31 each shows the
results of one test network, the figures from left to right are
the results of: 1) the risk CDF of using different debuggers 2)
the risk range of different task types using the Path debugger
3) the risk CDF of grouping the blocks into different numbers
of batches 4) the risk of using router-granularity or block-
granularity privilege control.

Fig. 22: Network A: Enterprise network topology

Fig. 23: Network B: University network topology

Fig. 24: Network C: Backbone network topology
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Working Experience

Expert ID Configuration Years Troubleshooting Frequency Certificates Overall Expertise Level

1 BGP, OSPF, ACL 3 Months - 1 Year Weekly - Medium
2 BGP, OSPF, ACL > 3 Years Weekly CCNP High
3 BGP, OSPF, ACL 1 - 3 Years Daily CCNP Medium
4 OSPF, ACL 1 - 3 Years Weekly CCNA Medium
5 ACL 3 Months - 1 Year Monthly HCIE Low
6 OSPF, ACL > 3 Years Daily - Medium
7 BGP, OSPF, ACL > 3 Years Monthly CCIE High
8 OSPF, ACL 1 - 3 Years Monthly CCNP Medium
9 BGP, OSPF, ACL > 3 Years Daily CCIE High
10 BGP, OSPF, ACL > 3 Years Weekly CCNA, HCIE High

TABLE V: Expertise information of experts

Problem Type Test No. Root Cause Description

BGP 1 AS misconfiguration Add/Modify the BGP AS of a remote network and advertise
correct routes to neighbor routers.

2 IP prefix-list misconfiguration Modify IP prefix list to permit/deny specific traffic.

3 Local-preference misconfiguration Modify the local-preference of neighbor routers to set traffic
to flow in a specific path.

4 Missing route redistribution Add redistribution settings to advertise routes obtained from
all routing protocols.

5 Network IP misconfiguration Modify BGP neighbor IPs and advertise correct routes to
neighbor routers.

6 Missing connected route configuration Add static/connected route settings for advertising routes not
related to routing protocols.

7 Route map weight misconfiguration Modify the BGP weight to change specific traffic routes

8 Network IP missing Delete/Modify BGP neighbor network IP addresses to manage
networks in an AS.

9 Route redistribution misconfiguration Add/Modify/Delete BGP redistribution subnets.
10 Router id misconfiguration Modify the unique identifier of a BGP router in an AS.

OSPF 11 Remote area misconfiguration Modify area numbers related to each interface.

12 Neighbor network misconfiguration Modify neighbor network IPs and advertise correct routes to
neighbor routers.

13 Process ID misconfiguration Modify the OSPF process ID to correctly engage the routing
protocol with interfaces and redistribute routes.

14 Missing area configuration Adding a new OSPF area to an OSPF router by adding new
subnets to an area.

15 Neighbor network missing Delete/Modify OSPF neighbor network IP addresses to man-
age networks in an area.

16 Redistribution missing Delete redistribute BGP subnets in an OSPF area.
17 Redistribution misconfiguration Modify the AS number to redistribute in an OSPF area.
18 OSPF cost misconfiguration Modify cost values to change the interface on OSPF routers.

ACL 19 ACL misconfiguration Add/Modify ACL to permit/deny specific traffic.
20 ACL missing Delete an ACL rule in the access list to permit/deny access.

21 ACL group misconfiguration Modify ACL group name in interface blocks to permit/deny
specific traffic.

Interface 22 Interface misconfiguration Modify interface IP address on routers.

Incident 23 Address-family misconfiguration BGP optimizer error of advertising more specific network
prefixes in BGP address-family

24 Route-map misconfiguration Route-map mismatch caused by advertising wrong network
prefix in BGP route-map

25 BGP preference misconfiguration Prefix list denial mistake of configuring higher preference for
a filter that rejects all prefixes

TABLE VI: Type of issues in real world

17



Fig. 25: NetA test results

Fig. 26: NetB test results

Fig. 27: NetD test results

Fig. 28: NetE test results

Fig. 29: NetF test results

Fig. 30: NetG test results

Fig. 31: NetH test results
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